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Abstract

Do bots have the capacity to influence the flow of political information over social media? This
working paper answers this question through two methodological avenues: A) a qualitative analysis
of how political bots were used to support United Statieleniiak candidates and campaigns

during the 2016 election, and B) a network analysis of bot influence on Twitter during the same
event. Political bots are automated software programs that operate on social media, written to mimic
real people in order toamipulate public opinion. The qualitative findings are based upon nine months

of fieldwork on the campaign trail, including interviewsowitiakers, digital campaigtnategists,

security consultants, campaign staff, and party officials. Duriid @heathpaign, a bipartisan

range of domestic and international political actors made use of political bots. The Republican Party,
including bothsglfr oc | ai med membyehrtsd aafn dt hmea i dnaslttr eam member s,
use of these digital poliictools throughout the election. Meanwhile, public conversation from
campaigners and government representatives is inconsistent about the political influence of bots. This
working paper provides ethnographic evidence that bots affect informatiortilowsynways:

1) by omanufacturing consensus, 6 or giving the il
build real political support, and 2) by democratizing propaganda through enabling nearly anyone

to amplify online interactions for partisadse We supplement these findings with a quantitative
network analysis of the influence bots achieved within retweet networks of over 17 million tweets,
collected during the 2016 US election. The results of this analysis confirm that bots reached positions
of measurable influence during the 2016 US election. Ultimately, therefore, we find that bots did
affect the flow of information during this particular event. Thismattest approach shows that

bots are not only emerging as a widelyepted tool of coputational propaganda used by
campaigners and citizens, but also that bots can influence political processes of global significance.

Introduction
Political campaigns, candidates, and supporters have made use of bots in attempts to
manipulate public opinion in the United States for almost a decade. The role of bots during the
2016 election, as tools for spreading disinformation, political attacks, aamplified
perspectives, has been much discussedentnews media. This working paper seeks to build
an understanding of the role of bots during this pivotal event. It focuses on bots as a tool for the
proliferation of computational propaganda, bestfthed asthe assemblage of social media
platforms, autonomous agents, and big data tasked with the manipulation of public opinion

This working paper seeks to fill crucial gaps in our understanding of how political bots, and
computational propaganda inegeral, are shaping the political landscape in the US, with
global consequences. It reviews the history of bot interference in US politics, and then it focuses
on the use of bots to influence the recent 2016 US election. The paper is divided into two parts
Part A reports the results of nine months of ethnographic fieldwork on the campaign trail,
includingnterviews withot makers, digital campaiggtrategists, security consultants, campaign
staff, and party officials. This 4he-ground investigatiorevealed that campaigners, citizens,

and government representatives tell surprisingly inconsistent stories about the use of bots and
their capacity to influence political processes. Part B provides a quantitative response to the
guestion of whether bots meable to influence the flow of political information over Twitter
during the election. Using over 17 million tweets, Part B shows how bots were able to reach
central positions of measurable influence within retweet networks during the US election. In the
final section, we discuss the combined implications of our investigations, with particular concern
for the policy implications surrounding the rising culture of computational propaganda in the US
and abroad.



When the political problem of bots is artated effectively, concrete analyses can be
undertaken to enrich qualitative reports about how bots shape the landscape of power and
propaganda. In this working paper, we frame the problem of bot influence as a problem of

how they influenced the informaabdynamics of political discussion over Twitlee. mixed

method approach herein provides a unique perspective on the role of bots in US politics.
Ethnographic investigations expose the extent to which bots are nested within a complex system
of political institutions and actors, with competing interests and conflicting stories. One of the
most important observations to draw from this analysis is that, behind the scenes, bots have
become an acceptable tool of campaignarsl are aprime example of the neaugmented

age of computational propaganda. On the other hand, bots hold the promise of democratizing
propaganda by taking it out of the hands of the elites and allowing citizens to spread their
messages and boost their own voices via the megaphone 8fifefar, however, bots have
primarily been used to spread extremistsd vi
raising vital concerns about the use f bots
or the use of bots in creating theisilon of popularity for a candidatehomight otherwise be

on the political fringes.

While digital strategists and other technically savvy supporters have revealed that they use
soci al media bots in attempts to change peop
or not they actuallylrove people to consume information differently. The network analysis in

this working paper reveals that bots did indeed have an efbeetr the flow of information

among human usets also reveals how this effect occurred. diheof the network analysis

here was to observe whether bots infiltrated the higher cores of the network and thus the upper
echelons of influence. The finding was yes, bots did infiltrate these cores and did have a
significant influence on digital communication during the 2016 USrelecti

An Ethnographidnvestigationof Bots and Campaigns in 2016

Halfway through nine months of fieldwork on the 2016 US presidential campaign trail; a light
bulb moment occurred. Cassidy, a digital strategist who did contract work for the Trump
campaign,used the language of Communication scholars to explain the unlikely political
ascendance of Donald Trump. Cassidy brought up agenda setting, a theory which suggests that
the more often something comes up in the media, the more likely the public isl¢o itons
important(McCombs, Shaw, & Weayer997). Agenda setting is generally about power,
specifically the power of the media to define the significance of information.

Cassidy said that the Trump campaigned the concept uponitshedtle s ai d, O Tr ump
from the beginning of his rdidacy has been to set the agenda of the media. His strategy is

to keep things moving so fast, to talk so lduditerally and metaphoricalfy that the media,

and the peoplec an 8t O6KGassigy, pergonal communicatidoyember 2016)Cassidy

madeitc| ear that Trumpds campaign wanted to cr
resist covering him. Cassidy said that this was a conscious strategy. Trump inverted, or perhaps
twisted, the typical structure of agenda setting. Cassidy argued that ttha cdna t edced f a st
rhetoric and willingness to speak o0off t he
demanded attention. By defying expectations for what a presidential candidate should say and



do, and doing so constwawhtbkhW, i hetsenh sBkhée mbdi
from the Harvard Shomstein Center on Media, Politics, and Public Policy put it:

Overall, Trump received 15 percent more coverage than [Clinton] did.
Trump also had more opportunities to define Clinton tedrastto define
him. When a candidate was seen in the news talking about Clinton, the

voice was typically Trumpds and not h
Trump, he was again more |ikely to be
her updé and gorneaakte aAgnaeirnioc awer e hear d mo
news than oOheds unaqual(Paftersend2016land oO0str o

According to Cassidy and other digital strategists, candidates and campaigns are tirelessly
working to stay up to date on a varietyf evolving digital campaigriools. Strategists
associated with both the Republican and the Deathoccampaigns said that interactive
advertisements, livireamed video, memes, and personalized messaging all played a role in
the spread of partisan content during the 2016 election. According to the campaign officials,
consultants and party employdes/e the tacit goal of using these tools to affect voter turnout.
However, informants said that these tools were also used to achieve other, less conventional,
goals: to sow confusion, to give a false impression of online support, to attack and defame the
opposition, and to spread illegitimate news reports.

One tool has risen to prominence among those used to achieve these latter aims, that is, to
spread propaganda online. That tool is the political bot. Previous research shows that political
candidates ad campaigns in the United States and abroad have made use of these automated
software devices in attempts to manipulate public opinion on social (Ratké&ewicz et al.,

2011a; Woolley, 2016) The 2016 US election, however, was a watershed moment for the use
of political bots and computational propaganda. Research from several sources suggests that
political bot usage was at an diime high during key moments of this particular ele@iessi

& Ferrara, 2016;Howard et al., 2016Ferrara et al., 2016)

Campaign Fieldwork

The goal of this qualitative woiik to study the waysn whichpolitical parties and their
campaigns used digital media, bots, and automation during the 2016 US presidential election.
This was achieved using a combination of field research methods. Observation, interview,
participation andprocess tracing were used from the beginning of February 2016, ending in
the weeks after the election that Novem®er total of approximately ten months of material

used to build understandings of the campaigns and their digital manoeuvres. Timeloh the fi
was motivated by a desire to create a diagnostic, humanized view of the way in which people
affiliated with the parties made use of bots.

This project aims to build a comprehensive understanding of digital campaign methods for
communicating informaii Of particular interesare communication methods that make use of
computational tools (automation, algorithmic design) and attempt, often subtly, to manipulate
public opinion. These efforts are part of spreading computational propaganda. Tools for
disemination and obfuscation, such as political bots, are of central interest to this research. But



so are the strategies that these tools helpe
(highly negative memes), and attacks upon journalists.

In order to understand where these tactics and tools originated, time was spent in several states
during the primaries, and also at campaign gatherings, at digital strategy workshops, and at
party nomineesd home turf etwgaindsensdohtheludtwe Y or k
of the campaigns through what Clifford Gegq1®273)c al | ed 0 d e e Participantgi ng ¢
observation formed a portioof this work. It began with spending time meeting people,
volunteering, and learning about the stietof the campaign apparatushis helped to gain

access beyond the hordes of volunteers and to get in touch with those in the know about digital
strategy who had the ability to make assertions about party and campaign strategy.

One part of this process involved volunteering and interacting with the campaigns: using
applications | ike MiniVan to canvas fther Berr
Bowery, making calls and sending texts in Detroit for Clinton, and even hanging out with
campaign folks at the pre mpt i ve Mi chi gan primary Ovictory
shocking precursor for the later electoral loss in that state. It oueeegponding with people

working for the Trump campaign, going to their campaign headquéreamd being turned

away 0 twice, and talking to crowds of rethp-wearing supporters at various rallies. During

the New York Republican primatkis also included attending a very sparse rgeat a

Chelsea tech store organized by a relatively unknown digital firm working for Ted Cruz. The
companyod6s chief data scientist and director
Obehawal oanalytics. 6 The fir m womanysensationai up |
mediastoriesyhen it began deploying itds alleged o0rf
campaignd known by the now familiar name Cambridge Analytica.

Other ways of staying up to date involved signing up for every mailer from the campaigns,
following the candidates on social media, and religiously scouring digital messages and
metadata. This led to familiarity with the regulaitweseters and likerd especialf those that

showed signs of automation. Here, data gathering consisted of taking screen shots of public
content and writing descriptive memos about what they showed. These, and other field notes,
were stored using Zotero and organized with Microsoft Hxaslworth noting that political

bots are often shotived. They either fulfil their task, and are then taken down by deployers

to avoid a trail, or they are deleted by social media platforms because they violate terms of
service when they show sighsgam or of being used to harass other users. Several snapshots
of these bots are included here to demonstrate particular tactics and types, but also to preserve
now norexistent automated accounts.

Important campaign events and important momentsaiéd not be attended were followed

online. News reports, community documents, and archived social media material were used to
build further understandings of such events. All media reports on bots and US politics were
captured using Zotero. Reflective@aus, through or@rone interview, were gathered from
experts who had been in attendance or who had worked with or for the campaigns.
Contradictions in stories about how events played out, or about how automation or other social
media tools were used,gelarly occurrd. This was a highly contested and strategically ruthless
campaign. Parties and campaigns, and even factions who worked within theraediaagut



how things happeneiiand about what truth looked like. Cra@eferencing and online researc
allowed for clarity when discrepancies in accounts arose. When possible, these contradictions
are preserved rather than simplified, demonstrating the wide range of perspectives about the
truthdespecially as it relates to the use of bots in politics.

Figurel: Screenshot of Posts from a Anump Twitter Bot
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Source: Authofscreenshots, Aprd016.

Note Two screenshots from @DyanNations, one of several hundred accounts that conservative strategist Patrick Ruffini
alleged were used to attack Ted Cruz on behalf of Donald Trump. In addition to tweetfigimp messages, the account
sent out Russian memes and ads for fake followteis. A& adAtt 2yt AyS odzi KFayQid LRadsSR

Agenda Setting and theahpagn
In writing their theory of agenda setting, McCombs and $h8¥2) wrote specifically about

the mediads ability to guide voters throug

presidential campaign. The prescient and popular line from Cohen succinctly explains the role
of the media in prioritizing information: the pressiay not be successful
telling people what to think, but it is stunningly successful in telling its readers what to think

a b o (Cbhén, 1963)McCombs and Shaw argue that during a heavily contested election, like

the ones in 1968 and 2016, the power of the press to shape public attention is significant. They
write that Ot he dat a sipletvees the emphasisrplacedsanr on g
different campaign issues by the media (reflecting to a considerable degree the emphasis by
candidates) and the judgment of voters as to the salience and importance of various campaign
topicsdé (p. 181).

The question tharises is who decides what the media reports on? The traditional answer from
the discipline of Communication is gatekeepers, editors, editorial boards, and the like. But during
an election like the one in 2016, where the traditional campaign playbdoiovsrt out by one
candidate, thus causing that candidate to draw extraordinary attention, that candidate gains a
notable amount of power in driving media coverage.

Traditional medi ads willingness to cover Tr
presidential conversation was one part of his success. Another major portion, however, can be
attributed to the way in which he and his supporters used social media. Twitter proved a crucial

7



tool for Trump, a soapbox that bypassed gatekeepers and allolgdto circulate content
regardless of form. This content was then legitimized by constant coverage by major TV news
channels, national radio programmes, and a new mediaddubrdes of political bots,
automated social media accounts built to look like users and used to artificially boost
content.

Armies of bots allowed campaigns, candidates, and supporters to achieve two key things during

the 2016 election: 1) tsmanufacture consensuand 2) todemocratize online propaganda

Social media bots maradture consensus by artificially amplifying traffic around a political
candidate or issue. Armies of bots built to
that candidate seem more legitimate, more widely supported, than they actually are. This
theoretically has the effect of galvanizing political support where this might not previously have
happened. To put it simply: the illusion of online support for a candidate cactsialsupport

through a bandwagon effect. Trump made Twitter centre statiis election, and voters paid
attention. As thblew York Timgsut i t, OFor el ection day infl
(Isaac & Ember, 2016)

Political bots also made it possible for average citizens, people well outside of Washington or
the professional campaign apparatuses, to amplify their own viewpoints online. The reach and
sheer numerical strength of Twitterbots allowed anyone with saling émowledge, or
connections to groups using automation software, to create their own propaganda network. The
guestion of whether campaigns themselves use
continues to be, a smokiggn issue in US polititsowever, the democratization of online
propaganda is also an especially salient issue. While government departments, academics, and
journalists continue to search for evidence that campaigns used these means to manipulate public
opinion, they tend to ign® the fact that anyone can launch a bot or spread fake news online.

It was these citizeouilt bots that probably accounted for the largest spread of propaganda,

false information, and political attacks during the 2016 election.

According to many of the people interviewed for this chapter, including political bot makers and
campaign personnel, the goals of {abiven tactics are manifold: to create a bandwagon
effect, to build fake social media trends by automatically spreadirgithgs, and even to
suppress the opinions of the opposition. Bots allow for the democratization of digital
propaganda because they make it possible for one person or group to massively enhance their
presence online. Open APIs, and lai$aee approachego automation on sites such as Twitter,
allow regular people to deploy their opinions en masse. As one bot builder put it to me: if one
person operating one profile can automate their profile to tweet every minute, just think what
one person running on@tisand automated profiles can do.

The Media and the Campaign
Inordertounder stand the success of the Trump cam

to the early days of the campaign. In January 2016, Trump began gaining traction as a viable
Republican candidate for the presidency. In an opinion article fodetveYok Timesvritten

that same month, Peter Wehner, a senior fellow at the conservative Ethics and Public Policy
Center and employee of three Republican presidents, said he would never vote for Trump. He
summed up the fears of t hiekinghol wiihinthe RepNidicare r T r



Party when he said that ono major president.
knowl edge, as indifferent to f gWehrer,2066 untro

Informants, including people who had done digital work for Republican presidential and

senatori al candi datesansawo Twumpi ag Boostawps
echoed Wehnerods concerns about his | ack of
members of the Republican establishment. Mitt Romney, the 2012 Republican presidential
candidate, gave a speechinwhitlre s ai d: o0Di shonesty is Donal d

of the temperament of the kind of stable, thoughtful, person we need as a leader. His

i magination must n ot (AbseciatetaPress, 20tjomney andehds | p oW
compatriots argued that it was only a matter of time before Trump did somethiffiecetoar

that he would be drummed out of the race, but nothing seemed to be able to touch him. Media
storms about Trump mimicking a disallesv York Timeagporter, impugning Senator John
McCainds war record, and harassing women di c
undone another candidate. Suddenly, however, Trump would say or do something else and a
misstep would be forgotten inthenextday medi a cycl e.

Then, of course, Trump won the presidency.

Experts from every quarter have since weighed in on what caused the Trump win. Communication
scholars have suggested it has to do with the fact that, despite his disregard for traditional
advet i sing and what his supporters have deri
received far more media attention than any other candidate. According to MediaQuant, a firm

that tracks media coverage of candidates, Trump received nearly five billiorsddllarwo r t h o |
free media attenti on c¢ (Hapsa20k6)bcholars h&vk alsonotedh 6 st
that the Trump campaign was innovative in its use of social (Adiatight, 2016;Beckett,

2016). An article i'Wired magazine went as far as to say that sites like Facebook and Twitter

won Trump the presidenflyapovsky, 2016) The same article noted
Trumpds primary communicati on c¢h&@le)eftump | n a
himself said that Twitter and Facebook were key to his victory.

The numbers from t he (Fveksnl Fewlea et alM20tifppmrt dAr oj ect
campaign spending suggest that, as with the polls, the metrics by which advertising agencies
seek insight into political wins proved to be misleading when it came to an actual outcome.
Television advertising seemed to have very little bearing on success: Clinton spent $258 million
to Trumpds $100 million. On | ocal <cable, Tru
even dominated digital ads (desktop, display, -pp) and had a73 percent share of

nationally focused digital ads, with Trump at only 27 percent.

Social mediads affordances for democratizing
discussed by scholars concerned with politics and the (Bedlder, 2006Howard & Hussain,

2013; Owen, 2015) More recently, there has been a normalizing pattern on sites like Facebook

and Twitter. That is, political elites have figured out how to $meueial media to exert power

and controlKarpf, 2012) Donald Trump used one digital tool in particulacitoumvent the

need for traditional political advertising. That tool was Twitter.



As one informant, a conservative soci al me d i
as a megaphone, asatooltogethiscampagns sage hear d (Gilt,persenalal | ot
communication, April 2016HHo we v er , suggesting that the T
harnessing social media, an emergent version of political normalization or the elite use of
technology to manipulate public online, won him the presidertf the mark. In fact, a
somewhat oppositional phenomenon, the democratization of propaganda, was also key to his
success. Toget her, the campaignds creative |
scale social automation allowed the agendahef media to be set in favour of Trump.

The Megaphonefiect
Di scussions about the Trump campdwhnd@i atte

cal |l ed 0 meé dperamne a oleantigeme in interviews. For instance, another research
informant, Al, echoed Clint 6s Alowasandissahighf t hi s
ranking member of the Republican Party apparatus. Al told me that the campaigns he had
wor ked on treated odigitaldé (online marketir

as long as your candidate is getting the most attentiad

Generally speaking, social media bots play a fairly hedéanded role in amplifying political
messages. The idea behind political botnets is one of numbers: if one account makes a splash
with a message then 1,000 bdtiven accounts make a flood. fies of bots pretending to be
human, what -ppwpmmeetc addc oousmotcsk, 6 computationall
ability of the deploying party to spread messages on sites like Twitter. Political botnets, large
networked collections of bots, areex@eption. During the 2016 election, numerous occurrences

of bots were catalogued as being used to drive up traffic around a particular event or idea.

For instance, at the height of Pizzagate, the conspiracy that linked the Clinton campaign to an
alleged human trafficking and child abuse ring, automated shell accounts rampantly spread
memes putting Clinton campaign Chair John Podesta and the candidate herself at the centre of
the fabricated controversy. A disproportionate number of the accounts genéatic on
Pizzagate appeared to originate in Cyprus, the Czech Republic, and Vigttmight, 2016b)
According to th&Vashington Pgst 0 [ A] s t he bots joined ordi
Pizzagater el at ed rumor s, t he(Fisherttialg 2017 npClidoa lbts| i k
also spread attacks on Donald Trump, though they were about 1/5 as active as-thepo

bots during key election evelfisoward et al., 2016)

n o
e V

One example of bots amplifying political messages during the campaign stands out. In April
2016, conservative polititastrategist Patrick Ruffini, webmaster of the 2004 Bush/Cheney
campaign and former eCampaign Director of the RNC, sent out a series of tweets suggesting
that bots were being used to attack Ted CRigure 1 is an example of one of the bots Ruffini
identfied. TheDaily Calleand theNational Reviequickly picked up the story, both suggesting

that the bots were potentially part of a bro
made a spreadsheet of nearly 500 allegedly automated accounts, many of which were deleted

or became inactive just after he publicly shared the Higiure 2 shows a tweet of this
spreadsheetMost of the accounta the documerttad no followers, copied ne anot her ¢
messages, and sent out advertisements alongside political content. Ruffini found that they were
also being used to support the Trump campaign. The strategist noted that the bots sent out

10



400,000 messages about Trump, and nearly 2 milliontsme¢otal, over the course of a month.
The same accounts retweeted Dan Scavino, Tr u

Figure2: ONB Sy a K 2 § Tvattér st detaffingafi All@ged Botnet

E‘ Patrick Ruffini & 8+ Follow
stk @PatrickRuffini

People with O Twitter followers seem very
interested in filing complaints against Ted Cruz.

157 1007 BOBLLBEDES

7:59 PM - 7 Apr 2016

Patrick Ruffini @ @PatrickRuffini - 7 Apr 2016
A Same Twitter users concerned about Cruz robocalls also simultaneously tweeted
L™ 17 Marketing Tips for B2B Websites.

p Carito15DSC RT @URLdirectory101 17 Social Media Marketing Tips for B2B Websites

https:/t.co/Dpkz9rreST Social media marketing is no longer an innovative concept...
22hoursago s

Source: Autho&screenshot, April 2016.

Note: Ruffini sent out several messages on Twitter about the accounts in question. He also compiled a spreadsheet of
accounts, complete with metrics and links, and shared this on the platform.

Ruf finids mai ntswasshatéheywere lirging thase vehe ltad neaeived Ted

Cruz campaign robocalls to report him to the Federal Communications Commission for violating
political media regulations. In a twist of irony, a group of automated Twitter accounts were
being deployedto mobilize voters against automated campaign phone calls. The novel tactic

of using bots to make assertions about campaign law had not been seen in two previous years

of research about political bot use in other countries. Also interesting was that fiis tvas

a group of preTrump Republican bots being used to attack Ted Cruz, another Republican. In

an interview withPoliticoRu f f i ni sai d, OA |l ot of these uns:t
international el ecti onkse aales ob eniontge d ntphoartt eddt ht
now a very conscious strategy (Scloeckingey, 20160 del e
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Figure3: A Bot Urging Twitter Users to Report Ted Cruz to the FCC

[ & Khalifa Mauna
& @KhalyMauna

If you've opted out of @TedCruz robocalls and are still receiving
calls, u can file a complaint with the #FCC
here:consumercomplaints.fcc.gov/hc/en-us/reque...

2:49 PM - 7 Apr 2016

« B | J
{2dzNOSY ! dziK2NBRQ aONBSyakK2iGz ! LINAf HAamco®

Note: This is ascreenshot obne of the many accounts that setite same exadiweet. This text was messaged tmyndreds
of purposebuilt account Twitter has since suspended the account, along with several others associated with the attack.

Ruf f i nio@ss and Hisl efogsatd ¢atalogue information about the accounts in question,
provided a reason for further examination of pafgcused or candidatéocused bots. There

is evidence that US political actors have previously used bots in attempts to teapinlie
opinion(Ratkiewicz et al2011a; Metaxas & Mustafaraj, 2012)During the 202 election
cycle, Mitt Romneyods campaign was accused of
to seem more populdColdewey, 2012)In 2010, researchers discovered a botnet purpose

built to attack Martha Coakley, the former Massachusetts attorney general, by alleging she was
antiCatholiqMustafaraj & Metaxas, 2010At the time, Coakley was in a tight race with Scott
Brown in the special election to fill Ted Ke
In these cases, bots were used to supg8r political candidates, and even to attack the
opposition. Was this a common campaign tactic, however?

The same week that the a@tiuz botnet was launched, contact was made with golaekd

member of the Republican Party. The informant, Jane, hdedvon several high profile

political campaigns and was, at the time, employed by the Republican National Committee.
When asked if she had seen campaigns use social media bots before, she answered bluntly,
oYes, absolutely. | préselent@al camgignsnand loweradownithe , i n
ladder6 (Jane, personal communication, May 203b6¢ was, however, sceptical that using bots

to boost candidates was actually effective. In fact, Jane said that doing so was, in her opinion,
awaste of moneyandonr e a di straction than a benefit.

equal votes. 6 That said, she claimed that in
in a fairly ad hoc way. oWe wil |l t hdr oJva naen y t
said. o0Bots are one tactic among many, and t

There are two clear takaway points from the interview with Jane. The first is that, despite her
own ambivalence about the efficacy of political bots, she openly admitted thawbos
regularly used in Republican campaigns at all levels of governance. Second, she was emphatic
that digital campaign teams, again at all levels, commonly made use of a variety of tactics and
treated the online space as a frontier for testing new mangsetiethods. This picture, one of
experimentation and spontaneity, stands in stark contrast to the one painted later in the
campaign by groups like Cambridge Analytica. Jane was not alone in this assessment; several
other informants who worked in digitahgaaign contracting echoed her scepticism. Some went
further, saying that claims of psychographic or psychometric targeting were largely
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exaggerated and that it was clear campaign messages and boots on the ground that led to
votes, not fancy computationattics.

However, it is a strasman argument to denounce the political influence of digital tactics simply
because a direct line cannot be drawn between social media activity and votes. First of all,
some researchers have indeed made an effort to drasilitre, and the results are increasingly
exposing the influence of social media, and bots in particular (Bessi & Ferrara, 2016; Howard
et al 2016). Social media and automated agents of propaganda are part of much broader
sociepolitical systems. Thesetsyss contain a vast diversity of actors, interests, techniques, and
mechanisms of power. A more suitable question regarding the importance of bots is do they
have the capacity to influence the flow of political information over social media? The answer
is important because this type of influence can make downstream contributions to a slew of
political behaviours, including voting. Framed with this in notsdarde a growing threat to
American democracy, especially given that more than 60 percent of Amsenica rely on

social media for their political discussion (Mitchell et al. 2014; Gottfried & Shearer 2016). If it
can be shown that bots influence political discussion online, it becomes tenuous to view social
media websites as neutral public spheresiHerdemocratic marketplace of ideas.

Modelling the influence of bots on real political processes has been a challeegehave

been efforts to use experimental methods to show how bots can influence Twitter discourse. For
example Messias et al. (2013) show that designing Twitterbots on the basis of simple feedback
principles can enable them to reach positions of measurable influence. However, Messias et al.
(2013) base their measures of influence on readyle software packages suasKlout and
Twitalyzerywhich do not publicly reveal their methods for calculating influence. Mgnsted et al.
(2017) further demonstrate that networks of Twitterbots can be used to seed the spread of
norms and misinformation, which spread in a complgagous fashion. Such methods establish

the potential for bots to influence political discussion online. To understand how bots influenced
specific political events of inter@sh this case, the recent 2016 US eleddidris important to

focus analyss on data from this time period.

In order to study bots in actual Twitter networks, there have been efforts to automate bot
detection Some detection software can classify bots that deviate strongly from normal users in
terms of click rate, message ftemcy, and time of operatioRdtkiewiczt al., 2011; Wang,
Konolige, et al., 2013). Other software systems use network structure to detect bots (Alvisi,
Clement, Epasto, Lattanzi, & Panconesi, 2013; Fire, Goldschmidt, & Elovici, 2014; Wald,
KhoshgoftaamNapolitano, & Sumner, 2013). The Truthy team combined these detection methods
into a machingearning ensemble they recently made accessible as a public API (Davis et al
2016). Using this classifier, Bessi and Ferrara (2016) found that almdgthoné Twitter
discussion during the election was likely to come from bots. While these studies use network
structures to distinguish human and bot accounts, they have yet to undertake detailed analysis
of the network influence that bots achieve within sppoiftccal events of interest, such as the
recent US election.

Using the public API designed by Truthg, second parof this working paper provides a

transparent network analysis of the role of Twitterbots during the 2016 US election. As such, the
goal of Part B is to provide a clear answer to the question of whether bots were capable of
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influencing the political disaossduring the US election. The answer, as our results reveal, is
yes.

A Network Analysis of Twitterbots during the 2016 Election

Sampling the Twittersphere

The data consists of approximately 17 million unique tweets and 1,798,127 unique users,
collectedrom 1 November to 11 November 2016. The election was on 8 November 2016. The
data was collected using the Twitter streaming API which provides accessdeni of the
Twittersphere, tailored to the hashtags used to collect the data. Figure 4 isag disiie
hashtags used during data collection. Hashtags highlighted in blue represent those associated
with Clinton; red hashtags are those associated with Trump; and black hashtags are neutral:

Figure4: Political Valence dflashtags

Clinton-Focused Trump-Focused

#AmericaFirst

#Clinton #benghazi
#ClintonKaine16 #CrookedHillary
#democrats #dems #DrainTheSwamp

#dnc #dumptrump Neutral #lockherup #maga3x
#hillary2016 #Hillary #MAGA #NeverHillary
#HillaryClinton #Election2016, #MakeAmericaGreatAgain
tthillarysupporter #Elections2016, #PodestaEmail
#hrc #ilmWithHer #uselections, #projectveritas
#NeverTrump #USElection, #riggedelection, #tcot
#strongertogether #earlyvote, #Trump2016 #Trump
H#OHHillYes #p2 #iVoted, #Potus, #TrumpPencel6
#trumptape #uniteblue #factcheck #TrumpTrain
#LastTimeTrumpPaidTaxes #VoterFraud
#votetrump

H#wakeupamerica
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Bot or Nt?

The analysis procedure deployed in this vmgyiaper relies on three stepgsrst, we collected

data from the Twitter streaming API. Then, to classify bots, we ran this data through the
BotOrNotAPI, which is a machilearning ensemble for classifying bots that the Truthy team
designed (Davis et al, 2016). Once our sample was classified, we constructed networks of
retweeting among users to assess whether bots achieved influence over thnftomation

during the 2016 US election. Each of these steps is discussed in detail below.
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Classifying Users

To classify accounts as human or bot, we ran the profile data and 200 most recent tweets
associated with each account through the BotOrNot AfgJ thisBotOrNot service begins with

guerying the BotOrNot system with a specific Twitter handle (a screen name). The BotOrNot
website and API use Twitterds REST API to o
tweets from that account as wedl mentions of that screen name. Once the requested data is
received from Twitterds API, t he Bot Or Not we
The server processes the-li¢lihood score using the classification algorithm described below.
Thisdescription is basedirectly on the writingf Davis et al. (2016). We encourage readers

to visit the original paper for more technical introductions.

Bot Or Not ds classification system recruits m
metadata and information extracted from the social interactions and linguistic content
generated by accounts. It groups its classification features into six main classes. Network features
capture various dimensions of information diffusion patterns. It buiddsksebased on

retweets, mentions, and hashtagpcourrence, anid pulls out their statistical features, such as

degree distribution, clustering coefficient, and centrality measures. User features are based on
Twitter metadata related to an account, including language, geographic locations, and account
creation time.

Fiendbased features include descriptive stati
including their number of followers, who they follow, and posts. Temporal features capture the
average tweet rate and the burstiness of tweet activity. Contentries are based on linguistic

cues computed through natural language processing, especialgpf-gspdech tagging.

Sentiment features are built using generajpose and Twittespecific sentiment analysis
algorithms, including happiness, arcdsahinage-valence, and emoticon scores. To classify an
account as either bot or human, the model [
classifier uses Random Forestr@membleupervised learning method. The features described

above are used tdrain seven different classifiers: one for each subclass of features and one

for the overall score (Davis et al., 2016).

Using the BotOrNatassification system, we considered an account to be a bot if it was scored
as more likely to be a bot than a ham Any account given a score of over 0.5 was labelled

as a bot (or at the very least, bdike). It should be noted that there are several limitations to

this classification method. First, because it relies on the rest API, it can only classifyaisers whos
accounts still exist and are open to public data mining. Bots are most affected by these
limitations, because bot accounts are more likely to be removed or deleted after the sampling
period. A decently large number of participants also block their aiscénem the rest API,

further restricting analysis. The BotOrNot ensemble also often categorizes organizational
accounts, like @BarackObama, as bot accounts. Lastly, the BotOrNot classifier was trained on
mostly Englidanguage tweets, so it is best sdite detecting bots that tweet in English. Since

our data analysis was concerned with English tweets during the election, this bias was not an
issue for this working paper.
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A Brief Primer on Network Analysis

A network consists of a set of nodes (otherwise called vertices) and connections (otherwise called
edges). The nodes and connections are defined with respect to the kind of network being built.
In this working paper, we model the retweet network betwess,ushere users represent the

nodes and connections represent retweeting. Networks can be either directed or undirected. In
the case of retweet networks, directed networks draw an edge between two usersdmodes)
andBad if AretweetsB. In this workingaper, undirected networks draw a connection between

users if they have both retweeted each other. For a visualization, see Figure 5.

Figure5: Building Blocks of Retweet Networks

Node = User
Connection = Retweet

Directed Retweet Network Undirected Retweet Network
A retweets B A and B have

both retweeted
each other
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Networkanalysis consists of mathematical and statistical tools for examining the geometry and
dynamics of connections within a network. One key measure concerns the degree of a node,
which refers to the number of connections possessed by that node. For diteaidd hit is
possible to examine indegree (number of incoming connections) and outdegree (number of
outgoing connections) separately. In the case of retweeting, indegree captures the number of
people who retweetd a given user, and outdegree captures thenber of people who a

given user retweetedNetwork analysis also supplies methods for analysing network influence,
where influential nodes are more important for connecting others and controlling the flow of
information. We deploy two methods for chatexizing bot influence:dore decomposition and
betweenness centrality. We also examine the largest botnets associated withelatedp

and Clintorrelated hashtags, and we apply a range of measures to characterize the
differences between these botneAs is standard in network analysis, all retweet networks in
this working paper are built by extracting the largest connected component, which refers to the
largest continuous web of connections among users where every user has at least one connection
in the network. Many of the measures we deploy require the object of analysis to be a single
connected component.

K-core Decomposition

K-core decomposition breaks a network down into separate layers where eachdksger

known as a sheltonsists of nodes that have the same number of connections or higher (see
Figure 6). The-kore decomposition is a recursive approach that trims theteastcted nodes

in a network, that is, thosath alower degree, in order to identify its core. the base of the
decomposition procedure lie the most peripheral nodes. At the highest shells, we uncover nodes
that are cohesively most central with respect to the number of connections they wield.
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Figure6: Graphidllustration of KCore Decomposition

A B

O O

SourceBarbera et al. (2015).

Note: This schematic represents&re decomposition for a random network with 16 nodes and 24 edges.

The output of kore decomposition depends on the density and the dedjstebution of
networks. The relative size of the core and periphery, and the communication dynamics that are
created between the two, are important for understanding political influence. Network cores
represent segments of the network that integratentbet information and disseminate this
information most widely. In this sense, the upper cores of the network represent structural
positions that are most likely to set the agenda for the rest of the network, given their ability to
reach many people and theby achieve a megaphone effect. For example, it has been shown
that the core of political networks online is capable of triggering cascades of recruitment during
political protest, where a cascade in this case refers to a chain of users who not othetause
network neighbours to join a protest, but also to encourage their own peers to do so as well
(GonzalezBailon et al., 2011)in this working paper, we aim to observe whether bots infiltrated

the higher cores of the network and thus the upper eshaianfluence. If bots are in the core

of the network, this means that they dwell alongside the most influential humans in our sample,
with the capacity to disseminate propaganda and potentially initiate global cascades of
politically relevant behaviouin terms of information exchange and action.

Betweenness Centrality

Bet weenness centrality represents the extent
network, as gatekeepers of information (Freeman, 1979; Newman, 2010). A node has high
betweeness centrality if it is necessary for linking many other nodes. As such, betweenness
centrality is a robust measure of influence in a network, because nodes with high betweenness
centrality have more control over the flow of information between other. hwtksns of graph
theory,betweenness centrality based on measures of shortest paths, where a path refers to

the number of people a message must travel through to get from person A to person B. For
every pair of nodes in a single connected component, there exists at least one shortest path
between ndes. The betweenness centrality for each node is the number of these shortest paths
that pass through the node. See Newman (2010) for detailed mathelndaiscaiptionsfahis

measure.
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Comparing the Complexity of Botnets with Global Transitivity
We were also concerned with comparing how bots influenced content associated with Trump

and Clinton, as an indicator of differences in the sophistication of computational propaganda
strategies associated with each candidate. We built separate retweet netwaitks fashtags
associated with Trump and Clinton. We found the largest botnet by extracting the portion of
the undirected retweet network including only bots and then by identifying the largest connected
component. To compare the sophistication of botveetslculated global network transitivity,

(also termedhe clustering coefficient), which measures how densely interconnected the nodes
are in a network. High transitivity scores can be used as a proxy for the complexity of community
organization. In ouspecific case, it provides a measure of the complexity with which bots
retweeted each other, thus indicating the possibility of coordinated propaganda strategies and
megaphone effects. Again, see Newman (2010) for mathematical descriptions of this. measure

Evidence of Influence

Using BotOrNot, we wergble to classify a sample df57,504 unique users. The remaining
users were not classified either because their profiles were not publicly accessible or their
accounts had been deleted since the data was collected. Of this sample of classified users,
15,805 accounts were identified as bots, representing over 10 percent of users.

Figure7: K-=Core Distribution for Human and Bot Users

Distribution of User Population across K-cores
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Note: This figure shows what percentage of the overall population for each type of user is located within esheler-&r
example, this figure shows that, of the 34,922 humangé&@ent (17,461) of these humans fell within the firshkll. So
thisdoes not mean that the first&hell included 5@ercent humans. This approach allows us to compare how the
populations of humans and bots were distributed across the shells.

To measure whether bots reached positions of structural influence, we ukesneok
decomposition analysis of the largest connected component of retweets within our network.
We built an undirected network, where a link was formed between user A and user B if they
had reciprocally retweeted one other. The largest connected conpon&ined38,306

users and.02,623 connections (retweet relationships). Within this largest connected
component, we identified 3,517 potential bots (roughlypéftent of the sample). Aggure 7
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displays, ourdcore decomposition analysis reveals tlasare distributed throughout both

the periphery and the core of the largest connected component. In fact, nearly a third of the
bots were in {cores with a degree of at least 10. These results indicate that bots infiltrated
the core discussion networloaf sample, suggesting that they had the capacity to influence
political discourse over Twitter.

FHgure8: Bots with Top Twenty Betweenness Centrality Scores

Accounts Showing Signhs of Automation with the
Top 20 Betweenness Centrality (in z-scores)

User Betweenness Centrality In-degree Out-degree
098 James 73.0 16.8 15.5
DeplorableBride 32.3 13.9 6.3
Miami4 Trump 29.9 66.2 4.0
RedNationRising 23.1 28.8 0.3
AMTrump4PRES 22.0 18.6 1.5
FreedomChild3 20.0 7.2 5.8
UnPoliticalPrty 19.5 8.1 44
GaetaSusan 15.7 4.4 4.2
winegirl73 12.6 6.9 4.9
MynerStuft 11.8 5.6 4.9
ResistTyranny 10.7 14.4 1.2
RNRFlorida 10.3 1.8 1.5
NgullenR 9.8 0.3 0.3
THETXEMBASSY 9.5 4.0 0.5
EverySavage 8.9 0.6 0.1
FredZeppelinl2 8.3 16.1 1.0
Indiansd Trump 8.3 0.2 5.1
Dbargen 7.8 13.6 0.5
masg66 6.8 0.0 4.9
LEFTHOOK 6.0 0.6 8.1
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standard deviations a given user is from the mean measure for a given distribution. Negative values are standard deviations
belowthe average, and positive values are above the average.

Next, we examined which bots achieved positions of high centrality within the retweet network,
as evidence of their capacity to control the flow of information during the election. We focus
our anaysis on a directed model of the largest connected component in the retweet network.
The directed network allows us to measure whether bots played a role in mediating the flow of
information between users, where bots with high betweenness centralitysarth#éttavere
potentially necessary for exposing users to tweets within the retweet network. By transforming
betweenness centrality measures irdoares, which indicate the number of standard deviations

a score is from the mean, we find that 204 bots havetweenness centrality score that is
above the average score of all users, including hurkanse 8displays the top 20 potential

bots with the highest betweenness centrality scores, as revealed by the first column indicating z
scores for betweennessntrality. We also found that 487 bots were above average in terms

of their indegree (the number of users retweeting them) and 800 bots were above average in
terms of their outdegree (the number of users they were retweeting). Bots thus reached positions
of centrality because they were retweeting others and being retweeted. This raised the question
of whether bots and humans were retweeting bots.
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Figure9: Directed Network of Humans Retweeting Bots with Threshold Removiggefdl with Only One Connection
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Note: In this figure, the bots are colourgeenand the humans are coloured black. A connection is drawn between a

human and a bot only if the human retweeted that bot. The boldness odigais weighted by the number of times that

the human user retweeted the bot. The bots with the highest number of humans retweeting them are labelled, with the
number of connections beside their nariée removed all bots that were retweeted by only one anpalong with all

their connections, for the purposes of visualization. This is why thousands of connections are not displayed for tle bots wit
the highest indegree.

To model whether humans retweeted bots, we constructed a version of the rehgbgtirig

that only included connections where a human user retweeted a bot. The result was a directed
retweet network, where a connection represented a human retweeting a bot. Overall, this
network consisted of 15,904 humans and 695 bots. The average nointibees that a given

person retweeted a bot was 5 times. The averagdeigree of bots in this network was 2,
meaning that bots were retweeted by approximately 2 people on average. When examining
only the bots who were retweeted by humans more than wecdiscovered 122 bots (see

figure 9). These bots were retweeted 63 times on average, with connections to 40 different
humans on average. These results confirm that bots won a significant amount of attention and
interaction from humans users. As figudesplays, 4 out of the 5 most retweeted bots had
explicitly preTrump in their twitter handle: @ TeamTrump, @Miami4Trump, @Bikers4Trump,
and @RedNationRising.
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FigurelO: Comparing the Largest Botnet within the Retweet Network3 fomp vs Clinton Related Hashtags.
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We were also interested in comparing the largest botnets associated with-rélateqb

hashtag networks and Clintelated hashtag networks. We constructed botnets by extracting
thelargest undirected, connected component of retweets among bot users within the set of either
Trumprelated or Clintosrelated hashtags. ABigurel0 displays, we found that the largest

botnet in the Trump network was almost 4 times larger than the largest botnet associated with
the Clinton network. The Trump botnet consisted of 944 bots in total, whereas the Clinton botnet
consisted of only 264 bot§o compare the sophistication of botnets, we computed the global
transitivity for each botnet, where transitivity captures the number of shared neighbours among
bots (in some sense, the number of potential mutual conspirators). The global trankgivity of t
Trump botnet was 0.0which had a substantially higher transitivity score than randomly
generated networks with the same number of nodes and edges, in each of 1000 simulations (the
average transitivity ofhese random networks was 0.0@ly contrasthe global transitivity of

the Clinton botnet was 0.009, which Wess than the transitivity found in random benchmark
networks in over half of 1000 simulatioihat this means is that while the organization among

bots in the Clinton network may be amident, this is far less likely to be the case within the
Trump retweet network. The results show how bots obtained a much greater presence when
retweeting with Trumfocused hashtags. The results also reveal more sophistication in the mutual
retweeting canections among bots retweeting with Trioopsed hashtags. Altogether, these
results suggest that bots played a much more prominent role in boosting the salience of Trump
related content over Twitter, with signs of more coordination and strategic atiganéanong
Trumprelated bot activity.

The Rise of Bots: Implications for Politics, Policy, and Method
The results of our quantitative analysis confirm that bots reached positions of measurable
influence during the 2016 US election. Owoke decomegsition reveals that bots occupied
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